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Lab 2: Hypothesis Testing using JMP

Objectives:

e Assessing normality in JMP

e Hypothesis Testing in JMP
— Introduction to the various types of comparative methods and associated
hypothesis tests (one sample t- and z-test, paired test, two sample t-test)
— Be able to construct a hypothesis statement
— Understand the different types of risks associated with hypothesis tests

Note: There is no wet lab in this practice.

Follow the instruction steps in the order that they are written; do not jump to a later
section before you have covered the previous ones.

Part I: Assessing Normality
Fit a distribution to your data: use the Continuous Fit options in JMP to fit a distribution to a
continuous variable. A curve is overlaid on the histogram, and a Parameter Estimates report is
added to the report window. A red triangle menu contains additional options.
Instructions:
Follow the Example for continuous variable:
1. Open DNA Sample 2.jmp file, then go to Analyze > Distribution (see below). Select the
two sample prep methods as Y columns (see below), then press OK. JMP should show the
histograms and the summary statistics after this command.

800 Distrbution
The distribution of values in each column B Press ‘OK’
Select Columns Cast Selected Columns into Roles Action /

CT Sample Prep Method A A CT Sample Prep Method A 0K
Sample Prep Method B

aptional
optional numeric sl
aptional numeric
optional

Remove

Recall

Select ‘CT Sample 4 Click Y, Columns’ to cast ‘CT Sample
Prep Method A’ Prep Method A’ as a response
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2. Next click the downward pointing red icon (red triangle menu) next to the CT Sample
Prep Method A. From the command menu select Continuous Fit > Normal (see below).

/,o Select “Continuous Fit>Normal”

& DNA Sample Prep 2 - Distribution of CT Sample Prep Method A, CT Sample Prep Method B - JMP Pro X
Normal
Display Options D LogNormal antiles 4 ~ Summary Statistics
Histogram Options » Weibull 0% maximum 34.164764466  Mean 32960965
) 34164764466  Std Dev 0.5897569
Normal Quantile Plot Weibull with threshold 34.164764466  Std Err Mean 0.0996871
i 33767585816 Upper 95% Mean 33.163554
v Outlier Box Plot
et Box Flo i Ve quartile 33289707833  Lower 95% Mean 32758377
Quantile Box Plot Exponential median 3296193347 N 350
P quartile 32.543465155
em and Lea Gana 32103458125
CDF Plot Beta 31.84750981
31.84750081
Test Mean Normal Mixtures 5 minimum  31.84750981
Test Std Dev Smooth Curve
Test Equivalence —
Confidence Interval ° Johnson Sb antiles 4 = Summary Statistics
Prediction Interval n 3 0% maximum 35149508423  Mean 33477964
} : i 35149508423 Std Dev 06294204
jckemncetuen: Glog % 35149508423  Std ErMean 01063915
Capability Analysis 34305928543  Upper 95% Mean 33.694177
- - Al % quartile 3390296288 Lower95% Mean 3326175
Continuous Fit 2 median 33.495069259 N 35
Save » I 250%  quartile 33.119267616
10.0% 32627405928
Remove 25% 32274590649
v i — | 05% 32.274590649
320 325 330 335 340 345 350 355 0.0%  minimum 32.274590649
[23 O~

3. Next go to the “Fitted Normal” title and select/click from its sub-menu the Goodness of
Fit command (see below).

~ Distributions

4 = |CT Sample Prep Method A
L |

I | ‘ 4 Quantiles Av isti 4 = Bifted Normal
29:% 3414 Di tic Plot 4 Parameter Estimates
97.5% 34.16 et = = L
1 = ype ‘arameter stimi
‘ a0 o o l|Roensity Give Dispersion o 0.5897¢
Tests the goodness of fit for this Goodness of Fit ] -2log(Likelihood) = 61.362556665

distribution against the data. o Poreetrs

TUU% 32T
‘ 2.5% 31.8 Quantiles
| | T 0.5% 31.8

Set Spec Limits for K Sigma

320 325 330 335 340 00%  minimum  31.8
Spec Limits
Normal(32.961,0.58976) Save Fitted Quantiles
4 = CT Sample Prep Method B Save Density Formula
4 Quantiles Save Spec Limits
i< . ‘ 100.0% maximum  35.14) et
99.5% 35.14|

The results from the Goodness-of-Fit Test (tests for normality by Shapiro-Wilk Goodness-
of-Fit test) will show a report below the Fitted Normal title (see below)
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4. Interpret the Distribution Report

¥ [+ Distributions
¥ =/ CT Sample Prep Method A
v Q ¥ Moments ¥ [~ Fitted Normal
—I<cr— 100.0% maximum 34,165 Mean 32960965 ¥ Parameter Estimates
— ggg g::gz 2:: El?Mean ggg;gg? Type Parameter Estimate Lower 95% Upper 95%
: ; s Location u 32960965 32.758377 33.163554
90.0% 33.768 upper9s%Mean 33.163554 SO Sl HEdap Hbagh
75.0%  quartile  33.290 lower 95K Mean  32.758377 Epeislon;o : d 2
50.0%  median 32962 N 35 ¥ Goodness-of-Fit Test
25.0% quartile  32.543 Shapiro-Wilk W Test
PUALERR wr 7 X
. . 4 X = 0.981683 0.8125
320 132 33.0 335 340 0.5% 31848 . )
0.0%  minimum 31848 Note: Ho = The data is fram the Normal distribution. Small
Nophal(32.961,0.58976) p-vakies reject Ho.
Histogram of Data Descriptive Statistics Test for Normality, Select

with Normal Curve
Fit to Data

Box Plot of Data
shown above
histogram

for the data set Fitted Normal -> Goodness-of-Fit
If p-value is lower than the pre-
determined level of

significance (typically 0.05),
then the data is not normal

5. Next click the downward pointing red icon (red triangle menu) next to the CT Sample
Prep Method A and from the command menu select the Normal Quantile Plot
command (see below). The Normal Quantile Plot is another visual test for normality
of the data distribution

¥ [~ Distributions
¥ [+ICT Samnla Pran Mathad A

Display Options
| Histogram Options
Normal Quantile Plot
+ Outlier Box Plot
Quantile Box Plot
Stem and Leaf
CDF Plot
Test Mean
Test Std Dev
| Confidence Interval
- Prediction Interval
Tolerance Interval
Capability Analysis
Fit Distribution
Save

(=
>

v
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Normal Quantile Plot

f
320 3

¥ [=]CT Sample Prep Method A

Pt f
2.5 330 335 340

01 0sdo @5 50 .75 .90.95., .99

~ Fitted

Line

~ Confidence
Intervals

/)

T T
3 2 1

Normal Quantile Plot

Distribution fits data if:
= Plotted points roughly form a straight line
= Plotted points fall close to the fitted line

To complete the Lab Report, perform the following tasks and answer all Questions:
* Open JMP File: Assessing Normality.jmp
» The table contains four (4) sets of data
» For each set of data, answer these questions:
o Is each data set normally distributed? [Type your answer here]
o If it is non-normal, what type of distribution is it (left skewed, etc.)? [Type your answer
here]

o If it is non-normal, what are the possible root causes for the non-normality? [Type your
answer here]

o How could you go about correcting the problem? [Type your answer here]
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Part II. Hypothesis Testing (statistical tools to detect differences in data)

1. One sample compared to a standard, when the standard deviation is known: z-test

Follow Example-1: Evaluating part dimensions
The specification for the length of an injection-molded plastic part is 50 mm. An order of parts
from the supplier was received with a reported mean = 50 and std. deviation = 0.50. An
engineer selects 15 parts at random, measures the length and finds the mean to be equal to
50.45 and the standard deviation = 0.54. Is it likely that this sample of 15 came from a
population whose true mean is 50 with a standard deviation of 0.50? Use JMP to find out.
Follow the Instructions:

a. Open file Part Dimension.jmp

b. Go to Analyze>Distribution, select part Length for Y, click OK

[~1Part Dimension.jmp| » - =]
=] ~~__|Part Length
1 51.4325
2| 49.8920
3| a0.0162 Select Part Length
[=]Columns (1/0) ‘S‘ :g-;z::
A Part Length =
6| 49.9420 .
7| s0.3169 Distribution,
8 50.0435 | [The distribution of values in each column
9 51.0015| | Select Columns Cast Selected Columns into Roles Action
[=IRows 10| 49.7204] |
Al rows 15 11]  50.2694 A BT e A Part Length
Selected [ 12 50.5427
Excluded 0 13 50.8836 Weight s
Hidden 0 14| 50.5567 -
S ST :
optional
A

c.Next go to downward pointing red icon (red triangle menu) next to the Distribution
title and select from the dropdown window the Stack option. This should bring the
histogram in a horizontal position for easier visualization.

=
File Edit Tables Rows ¢ B Part Dimension - Dist. = =] = Help
H= R =N=] -2 | S ——
. l .—-—JA ~ Distributions
Uniform Scaling
[ Stack JH rotates the histogram and stacks the
T individual distribution output
vertically
Save for Adobe Flash platform (SWF)...
Local Data Filter
Redo -
Save Script .
< Columns (170} [
A Part Length
| 50.0 :I—
495 _'—
< Quantiles
{ 100.0% maximum 51.432531946
= Rows | 99.5% 51.432531946
All rows 15 97.5% 51.432531946
Selected o 90.0% 51.394494489
Escluded o 75.0%  quartile 50.883574201
Hidden o 50.0% median  50.316894002
250%  quartile 49.941992053
!l
\abited ) 10.0% 49.8233651
2.5% 49.720369811
0.5% 49.720369811
0.0%  minimum 49.720369811
= < = Summary Statistics
= Mean 50.458809
| Std Dev 0.5353914
Std Err Mean 0.1382375
= T = e — =
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3 0.0
¥ [~|Distributions
¥ [~/ Column 2

1 L ST

alblllhmm

49.5

50 50.5 51 51.5

~—

v Q

100.0% maximum

99.5%
97.5%
90.0%
75.0%
50.0%
25.0%
10.0%
2.5%

0.5%

quartile
median
quartile

0.0% minimum

¥ Moments
51.433 Mean
51.433 Std Dev
51.433  Std Err Mean 0.1382375

51.394 upper 9

50.884 lower 95% Mean  50.162319

50.317 N
49.942
49.823
49.720
49.720
49.720

Sample Statistics
Mean =50.45

s0.4583004~ Standard Deviation = 0.53
0.5353914 4+

5% Mean  50.755299
15 \ Notice the hypothesized
mean of 50 is not contained
in the confidence interval

/

Histogram of sample data. Data looks
to be normally distributed

Look at the Confidence Interval (CI) defined by the “upper 95% Mean” and the “lower 95%
Mean” (see above): from 50.76 to 50.16
Does it include the expected mean? [Type your answer heref

e. To check for Normality, perform the Goodness of Fit test as in Part I (see result below).

~ Distributions

4 ~Part Length

4 Quantiles

9.5%

495 50.0 50.5

——Normal(50.4588,0.53539)

99.
97.5%
90.0%
750%  quartile
500%  median
250%  quartile
10.0%
2.5%
0.5%

510 515  00%  minimum

51432531946
51432531946
51432531946
51.394494489
50.883574201
50.316894002
49.941992053

49.8233651
49.720369811
49.720369811
49.720369811

4~ Summary Statistics [ 4 ~ Fitted Normal

Mean
Std Dev
Std Err Mean

50458809 %
05353914 g
01382375 %

Upper 95% Mean 50.755299 2
Lower 95% Mean 50.162319 §

N

15 |3

4 Parameter Estimates
Type Parameter Estimate Lower95% Upper 95%
Location p 50.458809 50.162319  50.755299
Dispersion o 0.5353914  0.3919743  0.8443653
-2log(Likelihood) = 22.8254413482898
4 Goodness-of-Fit Test
Shapiro-Wilk W Test
W Prob<W
0.941092 0.3963

Note: Ho = The data is from the Normal distribution. Small p-values
reject Ho.

Answer the question: Is the distribution normal? Explain.
[Type your answer heref
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f. Next (“test the mean” step) go to Distributions, select from dropdown window Test Mean.
Enter the hypothesized mean and std. deviation. See below

B9 N0 stribution of Part Length = - -
Hombmions Lo The hypothesized mean is
¥ [zLPart Lenath the Standard that we are

Display Options > ¥ Quantiles ¥ Moments comparing against
Histogram Options > 100.0% maximum 51433 Mean 50.458809
Normal Quantile Plot 99.5% $1.433  Sid Dev 0.5353914
 Outli Plot 97.5% 51.433  5ud Err Mean 0.1382375 iati
Qu I:.r! x :! t 90.0% 51.394 upper 95% Mean 50.755299 The Standard deVlathﬂ Of
AaIE S T 75.0%  quartile  50.884 lower 95% Mean  50.162319 the population
Stem and Leaf 50.0%  median 50.317 N 15
CDF Plot 25.0%  quartile  49.942
10.0% 49.823
o Test s e | = e
Confidence Interval 0.0% minimum  49.720
—— Prediction Interval =
Tolerance Interval
Capability Analysis
Fit Distribution > " AN
Save » lestblean
Specify Hypothesized Mean 50 E
/ Enter True Standard C}
Deviation to do z-test
Select Test Mean from rather than t test
drop down menu If you also want a "1 Wilcoxen Signed Rank
nonparametric test:
® )

Use the Test Mean window to specify options and perform a one-sample test for the mean. If
you specify a value for the standard deviation, a z-test is performed. Otherwise, the sample
standard deviation is used to perform a t-test. You can also request the nonparametric Wilcoxon
Signed-Rank test (see the option above in the “Test Mean” window).

g. Interpretation of One sample z-test results:

¥ [+ Distributions
¥ [~|Part Length
¥ Quantiles ¥ Moments ¥ [*| Test Mean=value
—E"_El— 100.0% maximum  51.433  Mean 50.458809 Hypothesized Value 50
99.5% 51.433  Std Dev 0.5353914  Actual Estimate 50.4588
97.5% 51.433 Std Err Mean 0.1382375 df 14
90.0% 51.394 upper 95% Mean 50.755299 Std Dev 0.53539
75.0% quartile 50.884 lower 95% Mean 50.162319 Sigma given 0.5
50.0% median S0.317 N 15
I—l |—|—| |—|—| 25.0% quartile  49.942 Test Statistic
10.0% 49.823 Prob > |z|
Lo T 7 i = ) B 2.5% 49.720
495 50.0 505 5L0 515 Prob > z
0.5% 49.720 Probie s
0.0% minimum 49.720 v

H,y: 4 = [y There is no difference between standard and the sample mean

P-Value less than o = 0.05, therefore reject the Null Hypothesis

What is your conclusion about the true mean? /Type your answer here|

Mini-BIOMAN 2019: Design of Experiments for Biomanufacturing
M. Fino, B. Juncosa & D. Ingato



www.bfomanufacturirig.org

Probability values in JMP:

Prob>|t|

The probability of obtaining an absolute t-value by chance alone that is greater than the observed
t-value when the population mean is equal to the hypothesized value. This is the p-value for
observed significance of the two-tailed t-test.

Prob>t

The probability of obtaining a t-value greater than the computed sample t ratio by chance alone
when the population mean is not different from the hypothesized value. This is the p-value for an
upper-tailed test.

Prob<t

The probability of obtaining a t-value less than the computed sample t ratio by chance alone when
the population mean is not different from the hypothesized value. This is the p-value for a lower-
tailed test.

h. Next Calculate the z-value manually using the formula below:

Question: What is your z-value, is it the same as the one calculated by JMP?
[Type your answer here|

2.  One sample test (t-test) compared to standard when the standard deviation is
unknown:

Follow Example-1: Cover Heater Temperature from Vendor 1.

Open File: Heated Cover Design.jmp

The temperature of a plate cover heater for a diagnostic instrument must be greater than 100°C
to prevent condensation of the sample during the thermal cycle. A new design is being
evaluated. An engineer from Vendor-1 assembles 10 prototypes and measures the
temperature of the cover. The results for Vendor-1 are in the data file: Heated Cover
Design.jmp.

The engineer wants to know if the average temperature of the heater cover from Vendor-1 is
meeting the 100°C requirement. Hence, he needs to apply hypothesis testing for the mean.
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Follow the Instructions for the Hypothesis analysis for the data set for Vendor-1:
a. Construct the Hypothesis:
o Ho: wi=100 Mean cover temperature = 100°C
o Ha: wi#100 Mean cover temperature # 100°C
b. Test assumption of normality in JMP (see Part I): perform Goodness-of-Fit test
Calculate the test statistic (Test Mean) in JMP
d. Compare the p-value to a(alpha). Do you reject or fail to reject the Null
Hypothesis? [Type your answers here]

o

Results for VENDOR-1:

v Normality Test results:

="
¥ [~ Distributions
¥ [=|Vendor 1
¥ Quantiles ¥ Moments ¥ [~|Fitted Normal
4@7 100.0% maximum  103.20 Mean ¥ Parameter Estimates

— 0% 1032088 StliDey, 1504694 ) o Parameter  Estimate Lower95% Upper 95%

97.5% 103.20 5td Err Mean 0.475826 o
Location 100.3772 99.300807 101.45359

90.0% 103.01 upper 95% Mean | 101.45359 D i 1504694 1.0349815  2.7469846
75.0%  quamile  101.24 lower 95% Mean \ 99.300807 IEIZeN; T i : - :
50.0%  median  100.56 N 10 /' ¥ Goodness-of-Fit Test
25.0%  quartile 99.28 Shapiro-Wilk W Test
10.0% 97.96

T T T T T L 97.90 w Prob<W
97 98 93 100 101 102 103 104 o's% 9?'90 0.965435 0.8456
0:0% minimum gy:gg Note: Ho = The data is from the Normal distribution. Small

Normal(100.377,1.50469) p-values reject Ho. /

7
Sample mean is greaterthan  H,: Data is Normal
100°C H.: Data is Not Normal
But, look at the confidence P-Value greaterthan

intervals ... population mean

@.=0.05, therefore we
could be below 100°C

accept the Null Hypothesis
The data is normal

v' Test Mean Results: t statistic is 0.793; p-value (0.448) is greater than 0.05
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Enter True Standard
Deviation to do z-test
rather than t test

If you also want a
nonparametric test:

@

\

I Wilcoxon Signed Rank

(G €56

Ditrlbutlons
¥ [zlVendor 1
Display Options » ¥ Quantiles ¥ Moments ¥ [~|Fitted Normal
Histogram Options > Lgo.ms maximum 102.20 ;-l;an mn.z;rz ¥ Parameter Estimates
Normal Quantile Plot 99.5% 103.20  5td Dev 1504634
e BQ n 97.5% 103,20 Std Err Mean oia75ezs) TVEE TR RaEmeter S Etimate Rl ower 95K TUInber 99
ST el 90.0% 103.01 upper 95%Mean 10145359 01O M soicoi R tossoaio Mz 7icaate
Quantile Box Plot 75.0%  quartile 101,24 lower 95% Mean  99.300807 pS0n.g . = : :
Stern and Leaf 50.0% median 10056 N 10 ¥ Goodness-of-Fit Test
25.0% quartile 99.28 Shapiro-Wilk W Test
CDF Plot 10.0% 97.96 w Prob<wW
2.5% 7.0 0sess3s  oaese

Test Std Dev 0.3% : 97,90 Mote: Ho = The data is from the Normal distribution. Small
Confidence Interval L0 S iU 9720 p-values reject Ho

'— Prediction Interval
Tolerance Interval
Capability Analysis
Fit Distribution > ﬂ—_ﬂ- Let’s test the mean against
Save > : | :

] SpecilyHypctitesizediMean i 100 the requirement of 100°C

™~ We don't know the true
standard deviation of the
populations, so we’ll leave
this blank

¥ [+ Test Mean=value

Hypothesized Value 100
Actual Estimate 100.377
df 9
51d Dev 1.50469

t Test
Test Statistic 0.7927
Prob > [t] 0.4483
Prob >t 0.2242
Prob <t 0.7758

Y
./ \\‘

98.5 99.0 595

100.0 1005 101.0 101.5

Understanding P-Values

Prob >t

Prob <t

than 100°C

- Prob > Itl Probability of obtaining t-value greater than the
absolute value buy chance assuming H, is true (i.e. no
difference in means)

Probability of obtaining a t-value greater than the
computed t-value by chance assuming H, is true

Probability of obtaining a t-value less than the
computed t-value by chance assuming H, is true

Since the P-Value is greater than o = 0.05, we accept the Null
Hypothesis

We can not conclude that the mean temperature is greater

What is the probability of getting a t statistic greater than 0.793 by chance

assuming H, is true? /Type your answer here|
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v’ Using PValue Animation: an interactive visual representation of the p-value. Enables
you to change the hypothesized mean value while watching how the change affects the
p-value.

Follow instructions below:
Go to the downward pointing red icon (red triangle menu) next to the Test Mean title
and select from the dropdown window the PValue animation command as shown below.

4 Quantiles 4 = Summary Statistics 4 ~ Test Mean 4 = Fitted Normal
1 Displays. In a separate window, a | PValue animation H;p‘::mtv‘“UE 00 13?? 4 Parameter Estimates
maveable graph illustrating how p Power: samiation oF - - B g Type Parameter  Estimate Lower 95% Upper 35%
i Walues change with the mean. | std Diev 1.50469 Location u 13772 99300807 10145359
75.0% quartile 10124275 | Remowve Test e Dispersion o 1504694 10349815 2.7469846
500%  median 100567 T o EREEE 0757 -2logiLikelihood) = 35 5505614246096
250%  quartile 99.28375 Prob>lt 04483 4 Goodness-of-Fit Test
] 97.9618 Prob>t 02242 Shapiro-Wilk W Test
25% 97.902 Prob < t 07758 W ProbeW
05% 3y §7.902 * 0965435 D.B456
0.0%  minimum 97.902

I | Mote: Ho = The data is from the Normal distribution. Small p-walue
regect Ho.

94.5 29.0 99.5 100.0 101.0

Since we are interested in a temperature equal or higher than 100°C, click on the High
Side option from the P-value Animation window (see below), which will allow us to
see the p-value for the upper tail test (>100°C).

000 P-Value for Testing MV-\ =
S
o  Estimated Mean 100377 This is the probability of getting a t-
08 : ( Teneogea 100 / statistic greater than 0.793
P Valon 0.22416 /| assuming the means are equal

0.7

0.6

0.54

0.4+

03 P Since the requirement is forthe
02 ~1 heated cover to be greater than

' 100°C, we want to conduct a one
0.1+ sided test.
% 98 99 100 101 102

~ Sample Size = 10

( Two sided ) ( Low Side \ / High Side

If we're willing to accept a 22.4% probability of being wrong, then we can
claimthat the mean temperature of the heated cover meets specification!

v’ Calculate the t-statistic manually using the formula below.
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Question: What is your t value; is it the same as the one from the JMP software?
[Type your answer here|

v' Power animation: starts an interactive visual representation of power and beta type
error. You can change the hypothesized mean and sample mean while watching how
the changes affect power and beta.

Instructions: Click the red triangle next to the Test Mean and select Power animation
command from the sub-menu as shown below. This opens the interactive graph that
illustrates the concept of power.

4 v Summary Statistics 4 ~ Fitted Normal 4 v Test Mean
Mean 100.3772 4 Parameter Estimates PValue animation Hypothesized Value 100
Std Dev 1.504694 1 —_— Actual Estimate 100.377
Std Err Mean 0.475826 | Displays, in a separate window, a Power animation DF 9
Upper 95% Mean 101.45359 0 moveable graph illustrating how the e Std Dev 1.50469
Lower 95% Mean 99.300807 power changes both with the mean, tTest
N 10 | and whether the test is one or two Test Statistic  0.7927
44 Gided. Prob > [t  0.4483
STEpITo=vWiK v TesT Prob > t 0.2242
W  Prob<W Prob < t 0.7758

0.965435 0.8456

/

Note: Ho = The data is from the Normal distribution. Small p-values
reject Ho.

98.5 99.0 99.5 100.0 101.0
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TEstimated Mean 100377
og | True Mean 100,377 20
Hypothesized Mean 100 R \
Standard Error of Mean 0.47583 /
|Beta 0.80034 ro/
Power 0.10966 / f
06 /
IIII !
I|II
Y |
04 [
!
0.2 ,f': /
/z.-' Jf
,-*"'f //
- -
00 : — " : _
03 99 100

Twosided  Low Side  High Side >2mple ize = 10
Alpha = 0.05

We see two distributions. The red one centered at 100 shows the sampling distribution based
on the assumptions in the null hypothesis. The blue one shows the alternative sampling
distribution based on the possibility that p is not 100. We can relocate the blue curve and
thereby see how the power of the test will change if the population mean were any value we
choose.

The graph displays a two-sided test (but you can change this by clicking on the other
options/commands) at the bottom of the window. In the red curve the pink shaded areas
represent alpha (=0.05), that is each tail is shaded to have 2.5% with 95% of the curve
between the shaded areas. If we find the sample mean in the pink shaded tails, we will reject

the null. The blue shaded area shows f3.

Question: Looking at the power animation graph above, how much is § ? Do you
think we have enough power? Explain.
[Type your answer here]
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To complete the Lab Report, perform the following tasks and answer all Questions:
v" Change alpha from 0.05 to 0.01: click on 0.05, enter 0.01, and observe what happens to the
graph (the red one and the blue curve)
What happens to the pink shaded areas? [Type your answer here|
What happens to the blue shaded area? [Type your answer here|
What happens to the power of the test? /[Type your answer heref
v" Restore alpha to 0.05 and then click on sample size and enter 20 (twice the original sample
size of 10).
What happens to B? /Type your answer here|
What happens to the power of the test? /Type your answer here/

v’ Restore the Sample size to 10 and then grab the small square at the top of the blue curve
and slide it to the right until the true mean is approximately 102. This action shows a
vertical green line which represents our sample mean (estimated mean).

What happens to the power and 8 ? How much are they? [Type your answer heref

To complete the L.ab Report, perform the analysis for the second type of covers (for
Vendor 2) and answer the following Questions:
v' Is the data normally distributed? /Type your answer here]
v Do you reject or fail to reject the Null hypothesis for a true mean of 100°C and
why? [Type your answer here|
v' 'What is the power of your test? Do you have enough power? [Type your answer
here]

To complete the L.ab Report, perform a hypothesis test for the mean on your sample
volume data from Lab-1: Go to the results from Lab-1 and test the two sets of 16-samples with
the two pipettes (total 32 sample volumes, 16 for each pipette, from one operator only) for the
true mean of 100ul (hypothesized mean value of 100ul). Answer the following Questions:
v Do you reject or fail to reject the null hypothesis and why? /[Type your answer
herel
v" 'What is the power of your test? Do you have enough power? [Type your answer
herel
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3. The Paired t-test
When two groups are considered, there can be two different analyses:
»  Matched pairs: the two responses form a pair of measurements coming from the same
experimental unit or subject (before-and-after type of data from the same subject, responses
are correlated)
» Independent groups: responses from the two groups are unrelated and statistically
independent (responses are uncorrelated)

Further Assumptions for the paired t-test: the differences are Independent and Normally
distributed.

Follow Example-1: Open data file designated as Therm-paired t-test Lab 2.jmp

A health care center suspected that temperature readings from a new ear drum probe thermometer
were consistently higher than readings from the standard oral mercury thermometer. To test this
hypothesis two temperature readings were taken, once with the ear-drum probe, and the other with
the oral thermometer. The table has 20 observations and 4 variables. The two responses are the
temperature readings taken orally and tympanically (by ear) on the same person (the name column)
on the same visit. The fourth column contains the difference between the two responses.

To complete your report, you need to perform the following tasks and answer the posted

questions:
» Start with the distribution analysis (select oral and tympanic as Y)

» Look at the mean, std deviation, boxplot, skewness, median, what can you
conclude? /Type your answer here|

» Check for normality: perform goodness-of-Fit test to determine if you have normal
distribution. Is the distribution normal? [Type your answer here/

» Now analyze the distribution of the Difference (data in the ‘difference’ column) in the
temperatures. Is the distribution Normal for the Difference? [Type your answer
here]

» What are the upper 95% and lower 95% mean limits (Confidence Interval) for the
Difference? [Type your answer here]

> Does the confidence interval (CI) of the means include zero? How is the zero value
within the CI important? What would the presence of zero suggest? /Type your answer
here]

» Perform Test Mean t-test: choose Test Mean from the dropdown menu (see below) and
select zero for the hypothesized value.
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By A Distributions

L. .| 4 = difference

Display Options » 4 Quantiles 4

Histogram Options = — 100.0% maximum 23
99.5% 23

Nermal Quantile Plot 97.5% 23

Outlier Box Plot [ 90.0% ! 218

75.0% quartile 16

Quantile Box Plot 50.0% median 09
25.0% quartile 0.55

Stem and Leaf 10.0% 04

CDF Plot 2.5% 0.3

— 0.5% 0.3
Test Mean | Caloulates a t-test for Mu = Mul, or | 0.0%  minimum 0.3
Test Std Dev z-test if the standard deviation is
known

Test Equivalence Ty

Confidence Interval »

Prediction Interval

Tolerance Interval

» Interpret the t-test for the hypothesized mean of the difference.
a. What is the test statistic? [Type your answer heref
b. What is the p-value? [Type your answer here|
c. Do you reject or fail to reject the null? [Type your answer here|
d. Are the two temperature means different? /[Type your answer heref

Note: to calculate the difference by yourself in JMP create a separate new column in the data
table with the temperature measurements and designate it as “calculate diff”. Select this new
column and go to Formula command. In the Formula window select one of the two responses,
for example Tympanic, then select the minus sign (-) from the top menu in the formula
window, then click on Oral as shown below. Click OK and the difference will populate the
new column.

1 ) calculate diff - MP Pro - 0O x
X]| s cotumns = [H]=|X]F][]]E [t=][a]0]s]®]X]
ik Name
¥ RO 40l
¥ Numeric A Tympanic
P Transcendental A difference
» Trigonometric Plalculate dift |
b Character
» Comparison
P Conditional
> Probability
) Discrete Probability
b Statistical
: ;:T:?;::Ie Tympanic - Oral
P Row State
b Assignment
P Parametric Model
P Finance
[ Table variables | 1
Notes
oK || Cancel || Apply || Help |ﬂ_
[ O |
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4. Matched Pairs Platform in JMP: another way of performing matched pairs analysis in JMP
(the difference is not pre-calculated in a separate column)
JMP offers a special platform for the analysis of paired data. The Matched Pairs platform
compares means between two response columns using a paired t-test.
To use the platform:
Go to Analyze> Specialized Modeling> Matched Pairs (see below):

File Edit Tables Rows Cols DOE | Analyze | Graph Tools View Window Help
it & F| &  Distribution Ix = [# _
w Therm-pail [*x  FitY by X
Notes Data f Oral Tympanic difference ;1)
[0l Tabulate 96.9 98.5 16
Q Text Explover 98.0 98.4 04
= 100.5 101.5 1
=|Columns (| > | Fit Model 983 995 12
th Name 977 98.0 03
: ?Wﬂ ) Predictive Modeling ’ 1018 100 £ s
ympanic T E -
& ditficence | Specialized Modeling »| | | FitCurve
W ]eT differe Sereening *| . | Nonlinear
Multivariate Methods 4
- . % | Gaussian Process
FIRowWs Clustering 3
All rows . Eas ‘ Time Series
calactad Quality and Process 4
Excluded Reliability and Survival » | Specialized DOE Models »
Hidden o | :
Labelled Consu@r Research L ¥ | = | Matched Pairs 4—

Use oral and tympanic as the paired responses. Click OK to see a scatterplot (see next page).
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Matched Pairs
Difference: Tympanic-Oral

2-1 .
_____
e . Mean difference
L S— . " ) and confidence
3 o 3 intervals around the
- mean

Difference: Tympanic-Oral
o

-2
97 98 99 100 101 102 103
Mean: (Tympanic+Qral)/2

Tympanic 99,63 t-Ratio 8.030246

Oral 98.51 DF 19

Mean Difference 1.12 Prob > |t| <0001 <+ P-value<0.05,
Confidence interval Std Error 0.13%47 Prob>t <0001 reject the null
around difference Upper 95% 141192 Prob<t  1.0000

: Lower 95% 0.82808

does not contain 0

N 20

Correlation 0.87389

You can see here the correlation value, which shows strength of the correlation
(dependence) between the two groups. The high correlation value shows that the two groups
are not independent.

5. One sample compared to another sample: 2-sample t-test
a. Two sample t-test with Equal variances. For systems with unknown variances that
are assumed to be equal, the “measure of dispersion” is pooled sample standard

deviation s
The test statistic t, is calculated as:

X;— X,
1 1
S —+—
»
n.on,

1=

to has a t-distribution with n; + nz - 2 degrees of freedom
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b. Two sample t-test with Unequal variances

When the variances are not equal the test statistic is:

Example-1: We will use the Heated Cover Design data file (Heated Cover Design.jmp) from
the one sample t-test. The engineer is evaluating now the two different vendors, Vendor-1 and
Vendor-2, for the heated cover and wants to determine if there is a difference in the
temperature between the two vendors. 10 prototypes with covers from each vendor are
evaluated by measuring the temperature of the cover. We want to determine if the mean
temperature from Vendor 1 is different from that of Vendor 2. The data is in file: Heated
Cover Design.jmp

Follow the instructions/steps below:
1. First step: test assumptions for normality (analyze distribution and goodness-of-
fit)
2. Assess independence of the two data sets using scatterplot. To perform a 2-sample
t-test the two populations need to be independent.

a. Go to the Graph Command on the top menu and select Scatterplot Matrix from
the sub-menu. Select for Y both data sets (Vendor-1 and Vendor-2) as shown

below:
= of all pairs of Y variables, or all X-Y pairs if X's specified
K Select Columns. Cast Selected Columns into Roles Action
Overlay Plot
Scatterplot 3D A Vendor 1 _ A Vendor 1
Contour Plot ol 4 Vendor 2 @
BubblsFlot Matrix Format o< om— ocior! (s
Parallel Plot Lower Triangular ¥,
Cell Plot optional —+
Tree Map (Remove )
Scatterplot Matrix
Ternary Plot
Diagram
Control Chart >
:ﬂfi:bigl‘vfﬂﬂﬂge Chart / v [+ Scatterplot Matrix
areto Plof -
Capability Select Vendor 1 and Vendor 2
100.504
Profiler
Contour Profiler o025
Surface Plot 3100004
Custom Profiler -
Doesn't look like there is any relationship — %751
between Vendor 1 and Vendor 2 99,50
Select Scatterplot sopsd
£y 97 98 99 100 101 102 103
Matrix vendor 1
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b. Go to Analyze > Multivariate Methods > Multivariate to perform a Correlation
analysis and thus assess the data independence (see below)

Analyze

e Multivariate methods are used to assess the

Fit Y by X relationships among multiple variables.
Matched Pairs
Fit Model

Modeling >

Multivariate Methods » : - -

Survivaland Rellabllty R R Cliter Let's assess the relationship between the
Principal Components temperature responses from Vendor 1 and Vendor
gl';‘”’“""‘“‘ 2. If there is no relationship then the correlation
Item Analysis between the two variables will not be significant.

S0 Multivariate and Co

airwise and higher relationships among a number of columns.

Select Columns Cast Selected Columns into Roles Action

4 Vendor 1 A Vendor 1
optional numeric
Select Vendor 1
—1 optional numeric
and Vendor 2
A4

To find the p-value (Signif Prob), go to the Multivariate command menu and select
Pairwise Correlations as shown below:

Click dropdown menu —
L M ultivariate
and select Pairwise ¥ Correlations
Correlations Vendor 1 Vendor 2
Vendor 1 1.0000 0.1385
Vendor 2 0.1385 1.0000
+ Correlations Multivariate
Inverse Correlations v [~|Scartterplot Matrix
Partial Correlations — — P-Value > 0.05,
 Scatterplot Matrix 103 / . therefore accept
Covariance Matrix 102-| Null Hypothesis
M B Vendor 1 . . .
g°'°’t ;P:. " 4 100 ) . Vendor 1 is not
imple Statistics el .
Nonparametric Correlations > | . correlated with
Outlier Analysis » e \ . // Vendor 2,
Principal Components > 4 7 A therefore they are
Item Reliability > 10050 . \ i
Parallel Coord Plot o zs—f . independent
Ellipsoid 3D Plot .
Script » 100.00- Vendor 2
9975  ° /
99.50-{", . /
H,: Variables not 99.25 \ ——— —
correlated 9798 99100 102  99.25 99.75 100.25
¥ Pairwise Correlations
R i Variable by Variable Correlation Count gSignif Prob -.8-6-4-20 .2 4 6 .8
H,: Variables correlated Vendor 2 Vendor 1 0.1385 10 0.7029
4

The correlation analysis shows that the two groups are not correlated (they are
independent).
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3. Next you need to Stack the data (data must be stacked for additional analysis) as

shown below. Go to Table > Stack > Select both vendors and enter the new stacked

column names (see below: for data column: Temperature, for Label column: Design),
click OK.

[fieated, Cover Cesion,
- - Data must be stacked to perform
[|Heated Cover Design| » —_ = e .
| vendor1 | vendor2 additional analysis and a t-test
1 99.545 99.933
2 100.521 100.376 .
5 T OOt Menu: Table > Stack
[=|Columns (2/0) 4 101.317 99.875
A Vendor 1 s 98.500 99.782
4 vendor 2 6 103.200 100.334
7 100.601 99.892
) 100.92 99.426
[=|Rows 9 97904 B O O Stack
All rows 10 10 100.04
Selected 0 | Stack values from several columns into several rows in one column.
Excluded 0 \ﬂl
Hidden 0
|Labelled 0 Select Columns Action
4 vendon 2 ==
“d vendor 2 Stack Columns ) yonyor 1
e
Fill in dial b ) Multiple series stack
1l In dialo, 0X
g E SERILED Output table name: [Heated Cover Design Stacked (_Help )
as shown ] Eliminate missing rows
] Drop non-stacked columns New Column Names
Stacked Data Column [ Temperate |
Source Label Column [Design |
o Copy formula
™ suppress formula evaluation
y

4. Next comparing the two designs (data must be stacked for this function).
Go to Analyze > Fit Y by X > Select Temperature column for the Y, Response and
the Design column for the X, Factor as shown below. Click OK. Note that the
response is a continuous variable and the factor is an attribute (categorical) input.

¥ [~ Oneway Analysis of Temperature By Design
104

The Fit Y by X platform selects

Distribution the appropriate analysis based 1o
Matched Pairs on the modeling type of the “Y, o 1024
Fit Model Response” and “X, Factor” 2 1014 :
Modeling » | columns. In this case, a Oneway 2 100- : !
Multivariate Methods » H = ' .
Survival and Reliability b | 1S ch_osen because we ha_ve a 99+ )
< continuous Y and an attribute X. 98-
97 T
Vendor 1 Vendor 2
A / Design
Distribution of ¥ for each X. Modeling types determine analysis. A
Select Columns. Casr Selected Columns into Roles Action /
P A=
e Means look about the
Desi . .
b i, Desin same, but it looks like the
4 |A 00| Satione! yari_ant_:P: of the t_wo vendors
Bivariate Oneway - o is significantly different.
a m optional numeric
al el tional numeri
Logistic Contingency QOXOnE DUTens
A ik ol optional
pA

Mini-BIOMAN 2019: Design of Experiments for Biomanufacturing
M. Fino, B. Juncosa & D. Ingato



5. Next you need to test another assumption for using the two-sample t-test: testing the
equal variance assumption. Go to the Oneway Analysis menu (red triangle) and select
from the dropdown menu the UnEqual Variances command as shown below.

M Lﬂn&‘:wm ture By Design ¥ Tests that the Variances are Equal
{
Means/Anova/Pooled t 1.5
Means and Std Dev z 1
t Test QLU
Compare Means > g 0.5 .
Nonparametric » |y j
v UnEgual Variances ' L T
EqulvalencelT et H - O.J, — GJ, Vendor 1 S Vendor 2
Power... g 612 0_22 MeanAbsDif MeanAbsDif
Set o Level > H . = Level Count Std Dev to Mean  to Median
Nermal Quantile Plot L} v a 1 2 Vendar 1 10 1504694 1.102960 1.074200
CDF Plot \ Vendor 2 10 0384133 0315870  0.315870
L_| Compare Densities 4 Test FRatio DFNum DFDen p-Value
Composition of Densities \ O'Brien[.5] 3.9090 1 18 0.0635
Matching Column... i Brown-Forsythe 5.4342 1 18 0.0316*
Save » | Select UnEqual Variances [t NG Sai 1 B By
. " rtlett . . 00004
SDISDIav Options » | from dropdown menu F Test 2-sided 15.3438 9
ipt »
sl / ‘Welch Anova testing Means Equal, allowing Std Devs Not
Equal
. F Ratio DFN DFDe Prob
F Testor Bartlett test is used to compare two 0328 1 m.mg
variances when data is normal. Levene’s test is used et
when data is not normal. 7 B
P-Value < a=0.05, therefore reject Null Hypothesis Welch test shows that there is no
and conclude that the variances are not equal difference in the means

The Bartlett test (used for normal distribution) shows that variances are NOT equal.

In this case we can’t use the pooled standard deviation. The Welch Anova test above can be
used as quick test for the means when variances are not equal. The high p-value of the Welch
test suggests that the means are not different (fail to reject null). However, we can also use
a t-test in JMP with unequal variances as to confirm this conclusion. Go to the next step.
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6.Comparing two means using t-test with unequal variances.
Go to the dropdown menu from the red triangle next to the Oneway Analysis title, and this
time select t Test as shown below. This should result in a t Test report which includes the
CI, the t ratio (t statistic) and the p-value.

¥ [~1Onewav Analysis of Tempergture By Design
Quantiles
Means/Anova/Pooled t
Means and Std Dev

v t Test
Compare Means >

Nonparametric > i
¥ UnEqual Variances
Equivalence Test

Power...

Set o Level >
Normal Quantile Plot » bior2
CDF Plot

Compare Densities

Since variances are unequal, JMP does not use
pooled variance when calculating the t-Ratio.
|

¥ t Test 1
Vendor 2-Vendor 1
Assuming unequal variances
Difference -0.2799 tRatio -0.56993
Std Err Dif 0.4911 DF 10.16815
Upper CL Dif 0.8119 Prob > |t| 0.5811
Lower CL Dif -1.3716 Prob >t 0.7095

Conﬁdeny 0.95 Prab <t 0.2905
-1.5-1.0 -0.5 0.0 0.5 10 L5

Composition of Densities
Matching Column...

Save »
Display Options »
Script »

Select t Test from dropdown menu

Ho: Hi=M>
Ha: Mg Mo

/ N

If zero is contained in P-vValue is 0.5811,
the confidence interval, which is greater than
then there is not a=0.05, therefore
sufficient evidence to accept the Null
claim there is a Hypothesis and
difference between the conclude there is no
means. difference.

However, this does not mean you can claim they
are the same! Always check the power of the test.

Based on the results we fail to reject the Null.

Note: Use Comparison circles for a quick Visual Analysis for comparing the means as

shown below.
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Quantiles S.00 Cover Design cFitY by Xof T
Means/Anova/Pooled t Select from | 2.~ Oneway Analysis of Temperature By Design
Means and Std Dev dl’OdeWr‘]/ —
t Test
Nonparametric 3 All Pairs, Tukey HSD w 102+
UnEqual Variances With Best, Hsu MCB 2 1014 ! =
Equivalence Test With Control, Dunnett's 2 u ;
Power... T IS : ' L~
Set o Level > " g9
Normal Quantile Plot > T
CDF Plot
Compare Densities 2 Vendor 1 Vendor 2 Each Pair
Composition of Densities Student's ¢
Matching Column... b
Save > ¥ Means
9i5P|a'f Options > mparisons for each pair using Student's t
| Seript L2 t Alpha
/ 2.10092 0.05
Abs(Dif}-LSD

Means can be compared by visually PP oor L e ndond

examining how the comparison circles ortre sl Y

intersect. Means that are significantly zgé:rl:f“values show pairs of means that are significantly

[l 8
different either do not intersect or

intersect slightly.

7. Next: we need to check for the Power of the test using JMP. Go to the top main menu
and select Power from the sub-menu as shown below. Change only the value for o (effect

Select one circle and JMP shows all other variables
that are similar are shown in Red

size) to the estimated difference of 0.2799 from the t Test (see above).

The effect size, denoted by 9, is a measure of the difference between the null hypothesis and

the true values of the parameters involved.

Next, check the box for ‘Solve for Power” below the power table and then click Done as
shown on the next page.
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¥ [~|Oneway Analysis of Temperature By Design v Power Details Dialog
Quantiles Design L Let's see if we
Means/Anova/Pooled t Click and Enter 1, 2 or a sequence of valu:sjﬁ;yﬁbv/
Means and 5td Dev o a ) umber have enOUgh
v tcTeSI . X ;;o:m: 0.050- 1.093103} 0.2799- 29 power to detect
ompare Means B ] . . i .
Nonparametric L B;' ) 1 the difference of
UnEqual Variances . 3 Solve for Power i
E Eﬂaience Tast ) solve for Least Significant Number 0.2799 with 20
q [} Solve for Least Significant Value total 5amp|e5
s L | =] Adjusted Power and Confidence Interval
et « Leve >
Normal Quantile Plot P> Hor2 (_Dore ) 'f Cancel ) (_Help )
CDF Plot Calculations will be done on all combinations of sequences.
L_| Compare Densities
Composition of Densities
Matching Celumn... ¥ [~| Power Details
Save > Test Design
Display Options > ¥ Power

Script > « a & Number /Fower
‘ 0.0500 1.098103 0.2799 20\ 0.1906

With 20 total samples, the probability of detecting a difference 0of 0.2799 is 19.06%.
In other words, if the observed difference of 0.2799 is real, the probably of detecting it
is only 19.06%. A larger sample size is needed to detect this small difference.

If you select for “Solve for Least Significant Number” (LSN) and “Least Significant
Value” (LSV) in the Power Details Dialog Box above, you can find out:

» how many more observations (LSN) would make the reported difference become
significant;

» how small a difference could the significance test detect in this example (LSV): 1.03

Power Details
Test Vendor
Power
a o & Number Power
0.0500 1.098103 0.2799 20 0.1906
Least Significant Number
@ o & Number(LSN)

0.0500 1.098103  0.2799

Least Significant Value

a o Number \'}
0.0500 1.098103 20<1.031739

To complete the report, go to the data collected from Lab-1 and perform a two-sample
t-test analysis using JMP as to compare the means between the two operators and the
two pipettes.
Answer the following questions:
a. Is there a difference between the two pipettes used by the same operator?
Explain your answer using the data analysis (graphs, plots, reports) in JMP.
[Type your answer heref
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b. Is there a difference between the two operators no matter which pipette was
used? Explain your answer using the data analysis (graphs, plots, reports) in
JMP.

[Type your answer here]

Note: if your data shows equal variances use the command for “Means/Anova/Pooled t” from
the dropdown menu as shown below instead of the “t Test” which we used in the example above
due to having unequal variances. The software performs in both cases a two-sample t-test but with
equal variances it uses the pooled standard deviation. We will discuss more of this in our next lab.

| — . . ”
i 4 ~ Oneway Analysis of Temperature By Design
Quantiles 104 ‘
Means/Anova/Pooled t ] Shows or hides a t test, an ANOVA,
Means and Std Dev and a means report.
t Test 102y —
Analysis of Means Methods ' | oq01- : .
Compare Means L4 s B
: 100 - C M
Nonparametric > R B
. .
Unequal Variances 99 -
Equivalence Test ]
Robust v 28 ®
Power... 97 :
Vendor 1 Vendor 2
Set a Level 4
Design
flotigalialatietios * Tests that the Variances are Equal
CDF Plot
Densities 2 Loy *
R DO
Matching Column... _DU L
Save » |7 05 .
Display Options 2 0.0
Vendor 1 Vendor 2
Local Data Filter Design
Redo 4 MeanAbsDif MeanAbsDif
Save Script » revel Count  Std Dev to Mean  to Median
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